The debate about the adoption of surveillance technologies by different systems of government is already over: both autocratic and democratic states use surveillance technologies. Autocratic states, such as China, Russia, and Saudi Arabia, embrace surveillance technologies to control their citizens. They find the surveillance technologies to be effective because once citizens know that their communications and movements are being monitored, they change their behavior without any government intervention.

In contrast, democratic states use surveillance technologies to improve public safety and national security but struggle with balancing state and citizen interests. Accordingly, this article centers on the use of surveillance technologies by democratic states against their citizens. The use of surveillance technologies against citizens challenges the existing political culture of democratic states—the fundamental beliefs, values, and norms that have long defined them. In other words, surveillance technologies conflict with the agreement between democratic governments and their citizens for privacy and civil liberty protections. Democratic states must act now to resolve this debate because the unprecedented speed of technological change is generating a gap between how these states and their citizens understand their own political culture.

Democratic states use surveillance technologies to facilitate governance through social control. Torin Monahan explains democratic surveillance as “intentionally harnessing the control functions of surveillance for social ends of fairness, justice, and equality.” In theory, democratic states
counterbalance social control through citizen participation and democratic controls (e.g., oversight, transparency, and public accountability). In practice, citizen participation and democratic controls can be effective in counteracting privacy-invasive surveillance, but they tend to be reactive and slow to respond. Meanwhile, recent advancements in surveillance technologies provide democratic states with unprecedented power to identify, track, and analyze their citizens in real-time. In other words, digital mass surveillance can become the norm for democratic states if allowed to go unchecked.

This chapter examines the struggle that democratic states are having to resolve the tension between political culture and surveillance technologies; tension often displayed in differences between policymakers, security practitioners and civil society members. The first section examines three U.S. case studies to show how surveillance technology is creating friction between the government and civil society. The second section analyzes the roles of the private sector and the state to identify the drivers contributing to the tension with political culture. The third section imagines future technologies and their impact on the current debate. The final section concludes with recommendations for resolving the political culture gap between governments and their citizens.

**Debating Aspects of Surveillance Through Case Studies**

This section examines three U.S. case studies to understand how surveillance technologies can undermine democratic political culture. Each of the case studies illuminates how free media and civic groups play an important role in identifying violations of civil liberties and ensuring public accountability.

**Social Media and Facial Recognition**

In 2016, the American Civil Liberties Union (ACLU) of Northern California sounded the alarm that law enforcement was accessing social media intelligence to monitor social protests. By seeking public records to determine how law enforcement was using social media monitoring, the ACLU obtained the marketing materials of the social media monitoring company Geofeedia, which touted the Baltimore Police Department’s successful use of its product. Specifically, after using Geofeedia’s product to obtain
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Facial recognition technology is used to identify people using biometrics through biological or behavioral characteristics and consists of two processes. First, in the enrollment process, a person's facial features are mathematically mapped as facial landmarks into a template and saved in a database of known individuals. Second, in the matching process, a photo of an unknown person is processed using facial technology and compared against a database of known individuals. Factors affecting the accuracy of matches include the technology (e.g., the way facial landmarks are calculated) and the quality of a photo image.

social media photos of protesters, the Baltimore Police Department ran the photos through facial recognition technology to identify and arrest individuals with outstanding warrants.

Upon learning how Geofeedia was using the social media feeds, social media companies (i.e., Facebook, Instagram, and Twitter) suspended Geofeedia’s access citing policies prohibiting their data from being used for surveillance activities. Without the social media feeds, Geofeedia could not manually collect social media posts to provide a real-time view of multiple social media feeds. The impact on Geofeedia was significant, causing layoffs and a business model shift to social media marketing and management.

This is not an issue of law enforcement using social media platforms, which is publicly available information. When individuals post a public comment or picture on a social media platform, they want the public to see their content and are explicitly giving up their right to privacy. Since the comment or photo is open for the world to see, law enforcement is permitted to view and use public content. To prevent public access, individuals can increase their privacy settings so that only their followers can see their posts and photos. In this instance, law enforcement is required to obtain a court order to access the individuals’ information.

Instead, the key issue here was law enforcement using a social media monitoring tool without a clear investigative purpose. Since individuals had a right to participate in a social protest, law enforcement had no investigative predication to identify individuals, let alone to check for outstanding warrants. Had there been a crime committed during the protest, then law enforcement could have justification to use facial recognition software in order to identify a suspect.

The underlying problem with Baltimore Police Department’s use of Geofeedia’s tool was its lack of transparency. When the department’s use
of the tool was revealed, it eroded public trust already strained by the police brutality incident which had sparked the protest. By being open about the social media tool and having clear policies on use of surveillance technologies, the Baltimore Police Department could have eased public concerns.

**Website Scraping and Facial Recognition**

In January 2020, the *New York Times* published a report about Clearview AI’s invasive facial recognition product, which was being used by law enforcement to identify individuals. Clearview AI sells access to a platform which identifies an individual by using a facial recognition search against a database containing three billion images. After the news article was published, private technology companies (e.g., Facebook, Twitter, Venmo, and Google) issued cease and desist letters to Clearview AI citing violations to their terms of service. In response to the letters, Clearview AI claimed it had a right to publicly available information, likening its business to a search engine pulling information from different websites.

In order to create a database of three billion images, Clearview AI extracted images from open websites using a process called website scraping, which is legal. In September 2019, the U.S. Court of Appeals for the 9th Circuit ruled that it is not illegal to scrape publicly accessible websites. This ruling is currently being appealed; if the ruling is overturned, it could widen Clearview AI’s legal troubles beyond the lawsuits it is facing in California, Illinois, and Vermont.

In February 2020, Clearview AI disclosed that an intruder stole its client list along with details about each client. At the same time, *BuzzFeed News* revealed that it obtained internal Clearview AI documents from an undisclosed source, which included Clearview AI’s client list of 2,228 organizations and individuals. The size of the client list is somewhat misleading as a majority of the clients were using free-trial licenses rather than a paid subscription. Clients with paid subscriptions included many federal government agencies (e.g., U.S. Immigration and Customs Enforcement

---

**Web scraping** is the process of collecting data from websites. The process is automated by using web crawlers, which are programs or scripts designed to browse and lift information from the World Wide Web. Other terms for web scraping include web data extraction and web harvesting.
and U.S. Secret Service) and local law enforcement agencies.11

In this case study, law enforcement used a private-sector database to identify individuals, whereas in the Geofeedia case law enforcement used a government database. Law enforcement agencies traditionally rely on government databases for criminal identification, but an individual may not be in government databases. Clearview AI’s technology provided an alternative for identifying individuals through open-source images. According to Clearview AI, law enforcement’s use of its product does not violate any federal and state privacy or biometrics laws if it is used for its intended purpose and is not the sole basis for an arrest.12 However, Clearview AI’s database was controversial because the company violated individuals’ rights: it never received the informed consent of the individuals owning the images or allowed individuals to opt out of its database.

**Video Surveillance**

There are two types of video surveillance commonly used: stationary and aerial video surveillance cameras. The first type involves the use of stationary cameras mounted at key locations. The second type involves the use of aerial craft mounted with cameras, which can be manned or unmanned. As an illustration, the military developed wide-area surveillance technology for use on a battlefield, but now law enforcement is using it for policing, border control, and wildlife protection.

In 2016 the Baltimore Police Department contracted with a wide-area surveillance company called Persistent Surveillance Systems. Over a period of several months, the company collected over 300 hours of surveillance video using aerial craft. After the plane downloaded the images onto a server hard drive, police could access the imagery to solve crimes. The video resolution did not allow for the identification of individuals or vehicles, but it was good enough to follow objects over time.13

After the program ended, *Bloomberg News* published an article revealing the Baltimore Police Department’s use of wide-area surveillance tech-
nology. Public officials had no idea of the existence of the program because normal public spending oversight mechanisms were circumvented. Instead of using public funding, the police used a private donation from the Laura and John Arnold Foundation. The Foundation, which supports evidence-based policing solutions, had a prior agreement with Persistent Surveillance Systems to fund the project if the company could find a police department to use the technology.\(^{14}\)

The Baltimore Police Department did not violate the law because U.S. laws allow for aerial surveillance without a warrant as long as the technology is publicly accessible.\(^{15}\) The police wanted the technology because most of Baltimore’s homicides occur in outdoor public spaces.\(^{16}\) Since the camera resolution does not allow for visual identification of individuals or vehicles, there is even less of an invasion of privacy. Nevertheless, the department lost the public’s trust because it was not transparent: it did not provide public notification, go through the normal procurement review, or publish its wide-area surveillance policy.

Despite all of the controversy, in 2019, Persistent Surveillance Systems solicited the Baltimore Police Department for a long-term contract. The three-year contract for US$6.6 million, which was funded again by the Laura and John Arnold Foundation, involved three planes, and covered 32-square miles. Persistent Surveillance Systems also disclosed its privacy program, limiting the resolution of images to prevent the identification of individuals.\(^{17}\) Since the Baltimore Police Department was transparent and involved the public, in April 2020, the city of Baltimore approved the contract.

**The Roles of the Private Sector and the State**

Although the surveillance technologies used in the case studies were not illegal, they undermined democratic political culture because they went against the beliefs, values, and norms of what citizens expected of their government. Two insights emerge from the case studies. First, governments are highly reliant on private-sector surveillance technology because they do not organically possess these technologies or skills. Second, there is a lack of legal and policy frameworks at the national level to guide local governments in balancing citizen privacy and government surveillance. This section analyzes the roles of the private sector and state in surveillance technology use and explains the drivers contributing to the tension in democratic states’ political culture.
Role of the Private Sector

Surveillance technology growth is now being driven by the private sector. The United Nations (UN) concluded: “Digital surveillance is no longer the preserve of countries that enjoy the resources to conduct mass and targeted surveillance based on in-house tools. Private industry has stepped in, unsupervised and with something close to impunity.” The private sector, in its pursuit for profit, indiscriminately sells surveillance tools around the world. For example, although Chinese companies are the largest global suppliers of surveillance technologies empowered by artificial intelligence (AI), private companies from democratic states, such as the United States, France, Germany, Israel, South Korea, United Kingdom, and Japan, are also selling surveillance technologies to both democracies and autocracies.

International organizations are calling for regulations to monitor and control the export of surveillance technologies, since repressive governments use them to facilitate human rights abuses. For example, in 2014 the European Union (EU) banned the export of information communication and technology (ICT) to governments censoring information or conducting mass surveillance. And, in 2016, the European Commission specified the ICT for export control so that EU sales and exports of these technologies could be monitored. In spite of having regulations, export-control laws are ineffective because they lack enforcement measures to address human rights violations and do not stop the use of the technologies. Furthermore, since surveillance technologies are now widely available in many products, it would be impossible to regulate all of the technologies.

There is also a growing problem with the private sector's involvement in surveillance technologies: the surveillance limitations placed on the government do not always apply to the private sector. When the private sector closely works with government, the boundaries become unclear. As discussed in the case studies, law enforcement leverages private sector

**Artificial intelligence (AI)** is the simulation of human intelligence in machines by using software. There are three general types of AI: artificial narrow intelligence, artificial general intelligence, artificial super intelligence. Artificial narrow intelligence involves systems performing defined tasks and is found in commercialized applications, such as Siri or facial recognition technology. Researchers are striving to achieve artificial general intelligence, which occurs when systems perform human-like thinking, and artificial super intelligence, which occurs when systems become more capable than humans.
technology to fight crime. In the future as more data becomes available, law enforcement may need to outsource the digital analysis and investigation to the private sector; thereby, the private sector becomes an extension of the government. This could be problematic if a private company were to sell a service to law enforcement and then unknowingly sell the same service to a criminal organization, or if the private company were to use the insider policing information for profit.

Private companies can also use surveillance technologies to monitor their customers without transparency or individual consent (i.e., in states without comprehensive privacy and security laws). While the biometric data compiled from facial, voice, and body-language analysis support the marketing and/or product sales of private companies, the data is extremely invasive (e.g., some data can be used to determine health, disease, or personality) and raises ethical and privacy concerns. Another problem with surveillance data is the data retention period. Unless there are regulations or laws, the private sector is not required to follow the beliefs, values, or norms of a democratic state.

As the driver of surveillance technology growth, the private sector can increase trust with the government and civil society by self-regulating their use and sales of surveillance technology. Specifically, private companies that sell surveillance technologies can promote governance policies to address ethical and privacy concerns, establish an ethics board, and provide an annual transparency report. The private sector can also engage with civil society organizations to address the ethical problems raised by surveillance technologies. As an illustration, the Partnership on AI is one such organization working to increase AI dialogue among for-profit companies and academic and research institutions.

Role of the State

At the international level, states should engage in multilateral discourse to avert the potentially dangerous side effects of surveillance technologies to democratic political culture. In reality, states will find it difficult to reach consensus and to establish international norms and standards for two reasons. Firstly, surveillance technologies are dual-use—having both civilian and defense applications—so they are the sources of geopolitical competition. States are unwilling to restrict their development of dual-use technologies because they are accelerators of economic growth and national defense advantage. Secondly, technological innovation is accel-
erating faster than global governance. According to the Office of the Director of National Intelligence, “technological change will continue to far outpace the ability of states, agencies and international organizations to set standards, policies, regulations, and norms.” Under those circumstances, the gap between technology and governance will only widen.

Nevertheless, there are other ways states can work collaboratively toward global norms and standards in areas such as human rights, ethics, and safety. International organizations, such as the North Atlantic Treaty Organization (NATO) and International Committee of the Red Cross, provide opportunities to identify common values and approaches for increasing trust in surveillance technologies. In a like manner, while the Organisation for Economic Co-operation and Development (OECD) Principles on AI are non-binding, they establish political commitment to promote AI that is trustworthy and respects human rights and democratic values. Additionally, the World Economic Forum has an initiative to bringing private and public stakeholders together to design and test policy frameworks for technologies such as AI, machine learning, and facial recognition. These types of initiatives are the first steps toward global cooperation.

At the domestic level, states should consider establishing comprehensive security and privacy laws and engaging in dialogue with their citizens about surveillance technologies. First, the EU’s General Data Protection Regulation (GDPR) is considered to be one of the strictest and most comprehensive laws for privacy and security. The regulation was passed in 2014 when surveillance technologies were not as advanced as they are today. Consequently, critics are calling for GDPR regulatory reforms because it hinders the development and use of AI by placing limitations on the collection and sharing of personal data. In addition, although the GDPR limits live facial recognition by mandating individual consent, it also specifies exceptions for law enforcement use, personal use, and situations where a person cannot be identified. Therefore, while the GDPR is a proven framework that can be used to build a comprehensive privacy and security law, the GDPR should be expanded to include emerging technologies and their impacts on privacy and security.

Second, the public and private sector will need more dialogue on future surveillance technologies. Michelle Cayford, Wolter Pieters, and P.H.A.J.M. van Gelder found that when it comes to surveillance technology, the public wants both security and privacy with no tradeoffs. For this reason, states need to engage with their citizens to take the discussion beyond the balance between security and civil liberty. Specifically, Cayford
and Pieters concluded, “Rather than just speaking of providing ‘security,’ the debate should be sharpened to discuss the effectiveness of the surveillance technology in achieving the security goal.” Additionally, states need to articulate that surveillance-technology effectiveness cannot be measured by using traditional crime or security statistics. To illustrate, the public expects to see an inverse correlation between surveillance technology use and crime or security threats, so when the expected pattern is not seen, the public concludes the surveillance technology is ineffective. In reality, states measure surveillance-technology effectiveness by looking at the overall value in achieving outcomes (e.g., disruptions of threats and intelligence validation). There is a need for states and the public to develop a common language to determine acceptable measures of effectiveness.

**FUTURE CHALLENGES**

Technology is constantly evolving and providing states with more powerful surveillance capabilities. Advancements in real-time connectivity and data analytics, in particular, elevate the privacy threat from omnipresent surveillance. In this section, two technological drivers of change are examined in understanding the future environment: 5th Generation (5G) and 6th Generation (6G) connectivity and AI analytics advancement.

First, 5G-cellular technology is the catalyst launching the world into the Fourth Industrial Revolution with speeds of up to 100 times faster than current cellular networks. 5G is an enabling technology for the Internet of Things (IoT), which is a network of devices and objects with built-in sensors for connectivity and communication. The IoT needs 5G’s speed and low latency to move data to and from a massive number of devices and sensors. Many of the IoT connections involve machine-to-machine (M2M) applications in which communication between devices and sensors occur without human intervention. The convergence of 5G and IoT provides the means to create smart cities, smart manufacturing, and autonomous cars, all of which run M2M applications.

In the future, many aspects of life will be monitored by billions of IoT sensors and devices. By 2023, Cisco expects there will be 3.9 billion Internet users and 29.3 billion connected devices, of which half (14.7 billion devices) are for M2M applications. By 2030, not only will the number of connected devices grow to 500 billion, but connectivity speed is also expected to increase with the deployment of 6G-mobile technology. It is important to realize that this vast network of devices and sensors will
be distributed without centralized control or governance. Furthermore, each IoT sensor and device will generate digital data, which can be collected into massive datasets.

Second, AI will be used to interpret the massive datasets generated from IoT devices and sensors. It is through the AI-generated intelligence that an individual can be tracked by facial recognition, smart payment, and smart phones, or that pattern anomalies can be identified as threats. Eventually, AI systems will be integrated so that they can communicate with each other, without human intervention. For instance, autonomous surveillance systems will use AI-enabled camera systems to decide what qualifies as a threat.

Furthermore, the power from other technologies, such as quantum computing and nanotechnology, will be harnessed to make AI even more powerful. Futurists expect that in the next 10 years artificial general intelligence, which is when machines will think like humans, will be achieved. At that time, the digital world will be highly interconnected with over 500 billion devices and sensors, which means cyber attackers have more ways to compromise the security and privacy of individuals. At some time between 2030 and 2050, futurists predict technological singularity, which is the point when AI in machines exceed human intellect, will be achieved. As AI races toward technological singularity, there will be transnational challenges for which the world will be unprepared: they include combat robots, precision biometric attacks, and new types of information warfare. For this reason, futurists also predict that a global AI arms race will ensue.

AI applications will continue to raise ethical concerns, surpassing the current debate on biases. These concerns will be difficult to resolve because there is a lack of transparency with AI algorithms, which are considered intellectual property. In addition, as AI systems are given more decision-making capability, AI algorithm liability, when a machine makes a decision leading to human harm, comes into question. For example, if an autonomous car is involved in an accident, it is unclear if the owner of the system, programmer, or manufacturer is responsible.

When fully deployed, 6G and AI will change every aspect of modern life. These technologies will greatly improve the quality of life of individuals, as they bring advancements to healthcare, transportation, and manufacturing. At the same time, they also will create tremendous challenges and risks, for which societies are unprepared. Since the speed of technological change cannot be slowed, democratic states must take action now
to build strategies and mechanisms to protect civil society while promoting their strategic competitiveness.

**The Way Ahead and Conclusion**

Although the challenges posed by AI and AI-enabled surveillance technology to democratic values and norms are huge, they are not insurmountable. Rather than provide an exhaustive list of recommendations, this section will suggest foundational steps to take now, so that states can begin to resolve these new challenges to democratic political culture.

**Recommendation #1: National AI Strategy**

Democratic states should create a national AI strategy because AI is the enabler for the other surveillance technologies. The Atlantic Council recommended using anticipatory governance in developing a national AI strategy to not only define national objectives but also delineate ethical or societal limitations. According to Eleonore Pauwels, anticipatory governance can be used to understand “plausible scenarios related to AI convergence” to imagine hybrid-security threats. Creating a national AI strategy will be challenging for policymakers: they will need to harmonize the conflicting demands of many stakeholders, given the dual-use nature of the technologies, and to consider the impact of associated-emerging technologies (e.g., quantum computing and nanotechnology). Finally, in order for the strategy to succeed, policymakers will also need an implementation plan, with sufficient resources and supporting institutions.

**Recommendation #2: Privacy and Security Task Force**

Democratic states should create a “privacy and security task force” comprised of government and private sector representatives to ensure that democratic belief, values, and norms are maintained and protected. The first effort of the task force is to ensure that there is a comprehensive privacy and security law, which could be modeled after the EU GDPR and include the other impacts of emerging technologies. The second undertaking of the task force would be to develop a framework to evaluate the social, economic, and human risks and harms created by surveillance and emerging technologies. This will not be an easy undertaking because emerging technologies cross multiple domains, each with differing im-
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The third effort of the task force is to use the framework to examine risks, gaps, and opportunities, to develop policies, and to recommend regulations and laws. The fourth effort of the task force is to regularly monitor the progress of the government toward achieving task force objectives using annual reports, to update the framework, and to proactively respond with policy or regulatory recommendations.

**Recommendation #3: Import Control**

Democratic states should penalize private companies selling technologies to governments censoring information or conducting mass surveillance by banning their future business interactions with that state. In essence, this recommendation is the inverse of the EU’s 2014 ban on the export of technology to governments conducting human rights abuses from surveillance technologies. For example, if U.S. companies were to sell technology to repressive governments, a state could put these companies on a banned-from-importing list, thereby disallowing these companies access to markets in that particular state. This unconventional strategy could prove to be more effective in curbing the behavior of the private sector than export controls because it has a broader impact on global companies by affecting their profits and market access.

In conclusion, surveillance technologies can conflict with the political culture of democratic states by violating the agreement between governments and their citizens for privacy and civil liberty protections. The good news is that by acting now to resolve the political culture debate, democratic states will be in a better position to deal with emerging technologies, which will pose even more ethical and democratic value challenges. Moreover, although the future will bring an accelerated growth of surveillance-driven technology, democratic states will have the strategies, policies, and laws in place to keep pace and maintain the democratic promise to their citizens.
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